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1. Introduction
Proposed methods for the automatic acquisition of linguistic knowledge by computer potentially allow for the rapid creation of language technology resources with minimal human work, which if realized would be of great help in the case of many less-commonly taught languages. In this connection, it is important to note that, arguably, language technology – and consequently also the application of machine learning methods in language technology – has been shaped by the typological and other traits of the most explored languages, especially English, which is in many respects an atypical language from a linguistic point of view, and quite unlike many other languages. There is, thus, a need to test and refine these methods on a number of structurally different languages, making languages such as Turkish, Swedish and Hindi a good testing ground, allowing us to gain a better understanding of the generality or language-specificness of these methods.

“Supporting Research Environment for Minor Languages” is a research program at the Department of Linguistics and Philology, Uppsala University – financed by the Swedish Research Council and Uppsala University – the aim of which is to provide a research environment for less explored languages by developing parallel treebanks. We are currently working on building a Turkish-Swedish-English and a Hindi-Swedish-English parallel treebanks. The aim of this article is to describe briefly our work with these two parallel treebanks and also to show how these treebanks are a valuable resource in teaching and research. Section 2 describes briefly some important aspects of the two parallel corpora. In section 3 we will describe how corpora can be used in linguistic research and in teaching in general and our experience of using the Swedish-Turkish treebank in teaching in particular.

2. On the Swedish-Hindi-English and Swedish-Turkish-English parallel treebanks
A parallel corpus is a bi- or multilingual text material containing original texts in one language and their translations into another language or other languages (or, alternatively, parallel translations from an original in a language not in the corpus; this is normally the case with parallel corpora of Bible texts). Often, parallel corpora are aligned, meaning that corresponding units (sentences, phrases, even words) from the different language versions are explicitly linked together. Syntactically annotated corpora are called treebanks.

The focus in language technology has been on English and major Western languages. English has been one of the languages included in many of the existing parallel treebanks. For example,

- The Prague Czech-English Dependency Treebank (Hajic, 2001)
- ISJ-ELAN Slovene-English Parallel Treebank (Erjavec, 2002)
Swedish-English Parallel Treebank (Ahrenberg, 2007)

Relatively little work has been done on less-commonly taught languages. This is one major reason for including Hindi, Swedish and Turkish in this project. Up until now there has been no parallel corpora involving Swedish-Hindi or Swedish-Turkish.

The Swedish-Hindi-English parallel treebank

Hindi provides a good testing ground for language technology tools. There are, at present, two major Hindi treebanks generally available: the EMILLE treebank (<http://www.emille.lancs.ac.uk/>; Hardie et al. 2006) and the Hindi treebank at IIT Bombay (<http://www.cfilt.iitb.ac.in/>). The IIT Bombay Hindi treebank is a monolingual treebank, consisting of excerpts of texts each around 2 000 words (which can be an issue for discourse related work), and it does not seem to have any linguistic annotation. The EMILLE treebank has both a large monolingual and a smaller parallel treebank part (Hindi-English), but this treebank, too, is not linguistically annotated. Keeping in view our goal of creating a trilingual parallel treebank which is POS-tagged and dependency parsed as well as aligned at word and sentence levels, and, keeping in view our ambition to use this treebank in research in linguistics and in teaching makes these existing Hindi treebanks less useful for our purposes. Therefore decision was made to start from scratch. The Hindi materials which, at present, are included in our treebank are:

- Bible texts: the 4 Gospels
- Texts from the parallel treebank section of the EMILLE project
- The UN Declaration of Human Rights
- A Hindi novel
- Some texts providing information about Sweden (see below)

Hindi texts were typed in manually for lack of usable electronic versions. All texts have undergone semi-automatic cleaning and converting in order to make them conform to the requirements of the annotation tools used. The texts are now available in XML with Unicode (UTF-8) character representation. Initial work has also been done regarding POS tagging, morphological analysis and chunking. MaltParser (Nivre et al., 2006a) has been trained on a syntactically annotated Hindi treebank (Saxena et al 2008).

The following table summarizes the details of the texts included in the Swedish-Turkish-English and the Swedish-Hindi-English parallel corpora. It shows that while some texts are unique to one of the two corpora, a large number of the texts are common in the two treebanks:

<table>
<thead>
<tr>
<th>Text</th>
<th>Tokens Swedish</th>
<th>Tokens English</th>
<th>Tokens Turkish</th>
<th>Tokens Hindi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pregnancy</td>
<td>1 382</td>
<td>439</td>
<td>1076</td>
<td>1 221</td>
</tr>
<tr>
<td>Movement</td>
<td>711</td>
<td>834</td>
<td>616</td>
<td>685</td>
</tr>
<tr>
<td>Psychology</td>
<td>348</td>
<td>383</td>
<td>385</td>
<td>330</td>
</tr>
<tr>
<td>Retirement</td>
<td>-</td>
<td>-</td>
<td>3 770</td>
<td>4 267</td>
</tr>
<tr>
<td>Dublin</td>
<td>496</td>
<td>564</td>
<td>451</td>
<td>469</td>
</tr>
<tr>
<td>UN Declaration of Human Rights</td>
<td>1 911</td>
<td>2 106</td>
<td>1 831</td>
<td>1 604</td>
</tr>
<tr>
<td>What is unicode</td>
<td>514</td>
<td>626</td>
<td>539</td>
<td>424</td>
</tr>
</tbody>
</table>
Important considerations while building these parallel corpora have been that:

- The texts are high quality texts, where the translations are done by trained translators. Compiling a proper text treebank entails a much greater amount of work than merely collecting any kind of text that you can lay your hands on, especially where other text types than newstext are difficult or impossible to acquire in electronic form. Texts are morphologically and syntactically analyzed.

- They are (semi-)automatically aligned at the sentence and word levels.

- Special attention has also been made to explore and to the extent possible, to use open-source resources and to use the same tools in working with the Swedish-Turkish-English and the Swedish-Hindi-English parallel corpora. This has several advantages. For example, this gives us a chance to examine the usefulness of a given tool across languages. In this way, it provides us a set of tools which are not language-dependent. This, at times, has meant using an existing tool as it is (and we have in fact often been able to do just that), while at other times it has meant, developing an existing tool further.

Since both these parallel corpora have, to a large extent, similar format and they have used similar sets of tools, we will below describe the building of the two corpora by describing in more detail the building of the Swedish-Turkish-English parallel corpus.

### The Swedish-Turkish-English parallel treebank

The Swedish-Turkish parallel treebank, which is currently under development and which has been previously described (Megyesi et al. 2006; Megyesi & Dahlqvist 2007; and Megyesi et al. 2008) contains syntactically annotated parallel texts with various annotation layers from part-of-speech tags and morphological features to dependency annotation where each layer is automatically annotated, the sentences and words are aligned, and partly manually corrected.

The treebank material is processed automatically by using various tools making the annotation, alignment and manual correction easy and straightforward for users with less computer skills. This is necessary, as our ambition is to allow researchers and students of particular languages to enlarge the treebank by automatically processing and correcting the new data by themselves.

In order to build the treebank automatically, we use a basic language resource kit (BLARK) for the particular languages and appropriate tools for the automatic alignment and correction of data.

First, the original materials received from the publishers in various formats are cleaned up. For example, rtf, doc, and pdf documents are converted to plain text files. After cleaning up the original data, the texts are processed automatically by using tools for formatting, linguistic annotation and sentence and word alignment.
During formatting, the texts are encoded using UTF-8 (Unicode) and marked up structurally using XML Treebank Encoding Standard (XCES). The text files are processed by various tools in the BLARKs developed for each language separately. A tokenizer is used to split the text into tokens such as words and punctuation marks. Sentence segmentation is also performed to break the texts into sentences.

Once the sentences and tokens are identified, the data is linguistically analyzed. We use several annotation layers for the linguistic analysis, first on a morphological level, then on a syntactic level. The annotation and the labels for the linguistic analysis are de facto standard for the involved languages. For the linguistic annotation, external morphological analyzers, part-of-speech taggers and syntactic dependency parsers are used which are trained on annotated treebanks developed for the specific languages. For example, for Swedish we use the Stockholm Umeå Treebank tag set (SUC 1997) for the morpho-syntactic annotation and the functional annotation of Talbanken05 (Nivre et al. 2006b), while we derive the linguistic annotation from the Metu-Sabancı Turkish Treebank (Oflazer et al. 2003) for the syntactic analysis of Turkish. For English, we use the Penn Treebank tag set.

The Swedish and English texts are morphologically annotated with the open source HunPoS tagger (Halacsy, et al. 2007). The tokens are annotated with parts of speech and morphological features and are disambiguated. The results for the morphological annotation of Swedish show an accuracy of 96.6% (Megyesi 2008). The Turkish material is morphologically analyzed and disambiguated using a Turkish analyzer (Oflazer 1994) and a disambiguator (Yuret & Türe 2006) with an accuracy of 96%. The English data contains less error, approximately only 2%-3%.

The other linguistic layer contains information about the syntactic analysis. We use dependency rather than constituent structures, as the former has been shown to be well suited for both morphologically rich and free word order languages such as Turkish, and for morphologically simpler languages, like Swedish. The English, Swedish and the Turkish data are annotated syntactically using MaltParser (Nivre et al. 2006a), trained on Penn Treebank and Talbanken05 (Nivre et al. 2006b) and on the Metu-Sabancı Turkish Treebank (Oflazer et al. 2003). The annotation includes approximately 15%-20% errors, depending of the language, which need to be manually corrected.

The sentences and words in the languages are aligned automatically by using standard techniques, such as the length-based approach (Gale and Church 1993) for sentence alignment, and the clue alignment approach (Tiedemann 2003) with the toolbox for statistical machine translation GIZA++ (Och and Ney 2003) for word alignment. The aligned sentences are manually corrected by a student who speaks both languages. We automatically compare the links before and after the manual correction and the user gets statistics about the differences. The results show that between 67% and 94% of the sentences are correctly aligned by the automatic sentence aligner depending on the text type. We are currently working the automatic correction of word alignment in the syntactic trees.

In addition, we visualize the treebank in different ways without showing the structural markup when used, for example, in teaching.

3.1 Use of treebanks in research and in teaching
There has been a growing interest in using natural language corpora in teaching and in research, partly due to the growing availability of computer-readable linguistic corpora, and partly due to an increase in examining language in its natural context as opposed to investigating constructed language examples in isolation. Researchers, teachers and students now have access to different types of language corpora to discover facts about language; for example, which words are the more frequently used words in a language or a language-type, in which context they predominantly occur and which grammatical patterns are associated with a particular linguistic item (Ghadessy et al 2000). There have been two primary approaches for the use of treebanks in language teaching/learning: the “COBUILD approach” and the Data-Driven Learning approach.

Until recently, the COBUILD approach was the predominant approach. Corpora, in this approach, are used by researchers and producers in building dictionaries and other language learning materials. Traditionally it has been very large corpora which have been used for this purpose. Further, within this approach, the user (a student, for example) receives results of a project involving corpora as end-products (for example, in the form of a language learning packet). Learners do not get to use the corpora themselves in order to come up with their own analyses and learn from that. Another limitation of this approach has been its limited access. Up until quite recently access to the results of such works has been limited, primarily because of the high cost of such language-learning tools.

In the Data-Driven Learning approach students use corpora directly in their own learning. They use the corpora, for example, to discover linguistic patterns and to organize linguistic patterns which they observe, arriving at generalizations inductively and verifying deductive rules. Such exposure to corpora provides students the chance not only to extract relevant examples of one or the other linguistic structures, but also provides them material for discussion when they find gaps, to verify and extend their hypothesis and to arrive at generalizations. In favour of the Data-Driven Learning approach, Tim Johns (1991) states:

> What distinguishes the data-driven learning approach is the attempt to cut out the middleman … and give direct access to the data so that the learner can take part in building up his or her own profiles of meanings and uses. (Johns 1991:30 in Aston 1997)

Johns (1991) mentions three phases in the Data-Driven Learning:

- observation
- classification
- generalization

One advantage of using corpora in teaching is that instead of learning about linguistic theories in vacuum (a more passive learning method, where facts are fed to students in form of lectures), students have a chance to test these theories themselves against these corpora and learn about these theories or concepts for themselves (a more active learning method). When treebanks are used by students as part of their learning, distinction between teaching and research is “blurred”, as students, by discovery procedure (thus, research), learn things for themselves (Knowles 1990). The use of corpora in teaching can, in this way, affect both teachers’ as well as students’ role. This approach is as equally relevant in a classroom set-up as in self-study situations.
The gap between the COBUILD and DDL approaches is, however, getting smaller. More access to corpora (especially for non-commercial purposes) provides better (pre-)conditions to use them in producing language learning tools as well as in using them directly in teaching/learning.

3.2 Using Swedish-Turkish-English treebank in a teaching environment

The aim of the Swedish-Turkish treebank (STPC) is to provide Swedish speaking students and researchers with easily accessible annotated linguistic data on Turkish. The corpus is now being completed with English texts. The web-based STPC can be used both by regular and distance students in their data-driven acquisition of new vocabulary items and their usage. It functions also as a learning platform for and for testing hypotheses concerning the morphological and syntactic aspects of Turkish grammar. Further, it helps the students to practice translation between Swedish and Turkish. All this is possible due to the fact that the Swedish-Turkish parallel texts are available in annotated form. The annotations, on request, are visualized in pop-up windows. The morphological analyses are given at present in clumsy, parser-generated formulas but will in the near future be substituted by labels in more intelligible forms based on the grammatical terms employed in textbooks and in the Turkish Suffix Dictionary (Csató and Nathan 2003). The interface for displaying syntactic information is not ready yet.

A search tool assists the students to create concordance lists. They can search for whole words, beginnings of words, parts of words or ends of words in Turkish or Swedish. The concordance lists display whole sentences in which the target item appears and it is highlighted. The selected sentences are aligned with their translational equivalents. This form of displaying the linguistic data is much more suitable for learning than KWIC lists in which only the immediate environment of the target item is shown.

Such lists are used to find frequent patterns of usage, transformational equivalents, different meanings of polysemic words, translational equivalents of Turkish grammatical categories, etc. Different types of exercises are designed and published in the Internet. Students in Turkic languages also use STPC while writing their theses. Bergdahl (2006) studied the meanings of the Turkish word gölge ‘shadow’ and the corresponding Swedish word skugga. Dadasheva (2005) investigated how the Turkish indirective category marked by -müş / imiş is translated into Swedish and Russian. Hedman and Uyghur (2009) compared the meanings of the
Swedish and Turkish verbs ‘give’, ‘do’ and ‘make’. Haktanır (2006) reviewed the ambiguous Turkish morphological forms in one of the parallel texts and described different types of morphological ambiguities.

Apart from using STPC in learning environments, it is also being used by researchers. One example of which is the article Rendering evidential meanings in Turkish and Swedish (Csató 2009), which examined the Turkish evidential category of indirectivity and the less grammaticalized or lexical strategies in Swedish to render evidential nuances. The description of the strategies used in the two languages was complemented with an analysis of data in one of the parallel Turkish-Swedish texts. It was found that although Swedish has means to express evidential nuances these were much less used in the Swedish translations than expected. The article describes several reasons for this. One might be that the Turkish category allows three different types of reading. This ambiguity is significant in certain texts. The Swedish devices may render a particular evidential nuance but not the whole range of ambiguity of the Turkish forms.

In short, the parallel corpora in general and the Swedish-Turkish-English and the Swedish-Hindi-English treebanks, in this way, can be used in a variety of ways in teaching and in research.
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